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ABSTRACT
Motivational agents are virtual agents that seek to motivate users
by providing feedback and guidance. Prior work has shown how
certain factors of an agent, such as the type of feedback given or
the agent’s appearance, can influence user motivation when com-
pleting tasks. However, it is not known how nonverbal mirroring
affects an agent’s ability to motivate users. Specifically, would an
agent that mirrors be more motivating than an agent that does not?
Would an agent trained on real human behaviors be better? We
conducted a within-subjects study asking 30 participants to play
a “find-the-hidden-object” game while interacting with a motiva-
tional agent that would provide hints and feedback on the user’s
performance. We created three agents: a Control agent that did
not respond to the user’s movements, a simple Mimic agent that
mirrored the user’s movements on a delay, and a Complex agent
that used a machine-learned behavior model. We asked participants
to complete a questionnaire asking them to rate their levels of mo-
tivation and perceptions of the agent and its feedback. Our results
showed that the Mimic agent was more motivating than the Control
agent and more helpful than the Complex agent. We also found
that when participants became aware of the mimicking behavior, it
can feel weird or creepy; therefore, it is important to consider the
detection of mimicry when designing virtual agents.
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Figure 1: Example of our study setup. The user (right) is
playing a find-the-hidden-object gamewhile interactingwith
amotivational agent (left) that gives themhints and feedback
during the game.

1 INTRODUCTION AND RELATEDWORK
Motivational agents are agents that provide feedback to help guide
and motivate users. They often monitor users while they complete
tasks and give specific feedback on their performance [17, 20, 24].
For example, a motivational agent by Mumm and Mutlu [20] was
able to increase intrinsic motivation in users and also increase their
overall task performance, pointing to the positive effects that moti-
vational agents can have on users. A number of different factors can
influence the efficacy of a motivational agent, such as the agent’s
dialogue and feedback [8, 16, 20, 26], but also nonverbal factors
such as appearance [4, 12, 15] and behavior [18, 21]. However, it
is not known how nonverbal mirroring (i.e., mimicking a user’s
motions) can be used in motivational agents. Mirroring has the
potential to increase feelings of likeability and persuasion [1, 10],
which could also influence motivation [32].

Thus, the goal of our work is to investigate how mirroring can
be used in motivational agents and how it affects the way users
perceive an agent and its feedback. Specifically, would an agent
that mirrors a user’s motions be more motivating than an agent
that does not? Furthermore, would natural data-driven behaviors
be more motivating since it models real human motion? In this
paper, we present a study asking participants to complete a find-
the-hidden-object game while interacting with an agent that would
give hints and provide feedback on their performance.

We created three agents that each exhibited different nonverbal
behaviors: a Control agent that looked around randomly and did
not respond to users’ movements, a Mimic agent that displayed
simple gaze and expression mimicry on a delay, and a Complex
agent that used a data-driven model of real human behavior to
respond to the user’s movements and expressions. We evaluated
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each agent to explore how mirroring can affect user perceptions
and motivation, providing researchers with new insights on how
to design motivational agents.

2 METHOD
We conducted a within-subjects study to understand how agent
behavior affects users’ perceptions of the agent and users’ levels
of motivation. We used a game as our experimental task, similar
to prior motivational studies [19, 22]. The goal of each level in the
game was to find an object hidden in an image while interacting
with a virtual agent [29]. We had a total of 18 different levels, which
were randomized for each participant. Participants were seated in
front of a touchscreen computer and interacted with the game and
virtual agent. The agent’s speech responses were controlled via a
wizard-of-oz interface.

During each level, a virtual agent positioned next to the image
would accompany the user, serving as an assistant. While searching
for the object, users could talk to the agent and ask for hints. Our
agent supported four hints for each object, the object’s color, the
context of what is around the object, the shape of the object, and
a general location of where the object is in the image. After each
level, the agent would encourage the user regardless of whether
they found the object.

2.1 Agent Behaviors
The agents and game were developed in Unity. OpenFace [3] was
used for tracking users’ motions and FACSvatar [27] was used to
drive the agents’ motions. We developed three different agents
(Control, Mimic, and Complex), each exhibiting different nonverbal
behaviors. Each agent had the same appearance and speech; the
only difference was their nonverbal behavior.

The Control agent would look randomly around and vary its gaze
every few seconds, simulating the act of searching for the object
alongside the user. For facial expressions, the agent would smile
as it delivered feedback; otherwise, the agent only moved its head
around during the game and when talking to the user. This agent’s
movement did not correspond to the user’s movement.

For the Mimic agent, we used a head-gaze mirroring technique
originally proposed by Bailenson et al. [1]. The agent would track
the user’s head movements and mirror them on a delay, essentially
mimicking the user’s gaze. We implemented a four-second delay as
prior work showed delay between 3-4s is appropriate [14, 23, 25].
The agent also tracked the user’s smile and mimicked it alongside
the head movements with the same four-second delay.

For the Complex agent, we utilized the IL-LSTM model by Der-
mouche and Pelachaud [11]. The machine learning model was
trained on the NoXi [9] dataset, consisting of facial tracking data
from human-human interactions between an expert and a novice.
The model would take in the user’s head gaze and smile expression
and predict the agent’s corresponding head gaze and smile expres-
sion. We chose this model as it fit the interaction between user
and agent in our game, with the user playing the role of a novice
(who is looking for objects) and the agent playing the role of an
expert (who knows where the objects are and is trying to guide
the novice). This model has the potential to be a better fit for a
motivational agent’s behavior than the simple delayed mimicry, as

a model trained on real data should better reflect natural behavior
when responding to a user’s movements and expressions.

2.2 Study
We recruited 33 participants (17 female and 16 male) from computer
science classes at a local university. Participants were between the
ages of 20 to 35 (mean=23). Out of the 33 participants, 31 had
prior experience with voice assistants (e.g., Siri, Alexa). Participants
received extra credit in a course as compensation. Our study was
approved by our Institutional Review Board.

At the start of the study, participants were seated in front of the
touchscreen and the researcher would then describe the game and
have them complete a practice level. We did not describe the differ-
ences between the agents nor how they would/would not respond
to participants’ motions. Participants would then complete three tri-
als of the study. For each trial, participants would interact with one
of the three agents and complete six levels of the game. They would
then fill out a questionnaire consisting of the Situational Motivation
Scale (SIMS) [13] to measure their levels of motivation, the Agent
Rating Questionnaire (ARQ) [28] to rate their perceptions of the
agent, and the Positive and Negative Affect Schedule (PANAS) [30]
to measure their levels of affect. This process was repeated for the
next two agents. At the end of the study, we conducted a short in-
terview asking participants which agent they liked most/least, how
their levels of motivation changed throughout the study, and if they
noticed anything specific about the agents’ behaviors. The order
of the agents was counterbalanced using a full counterbalanced
design.

3 RESULTS AND DISCUSSION
In this section, we discuss our results from the questionnaires and
semi-structured interviews. Out of the 33 participants, we omit-
ted data from 3 participants (P1, P2, P29) due to system malfunc-
tions, leaving data from 30 participants for analysis. As part of
our analysis, we first ran a Shapiro-Wilks test for normality. If the
distribution was not normal, we applied an Aligned Rank Trans-
form (ART) [31] to the data before conducting a repeated measures
analysis of variance (ANOVA) with Behavior and Trial as the
independent (within-subject) variables.

3.1 User Motivation
To understand how agent behavior affects user motivation, we
analyzed the results from the SIMS questionnaire. This included
totaling the responses for the 16 questions against the four aspects
of motivation measured by the SIMS. An ART–ANOVA revealed
no significant effect of Behavior on the categories of Intrinsic Mo-
tivation (𝐹2,52 = 1.02, n.s.), Identified Regulation (𝐹2,52 = .02, n.s.),
or External Regulation (𝐹2,52 = .26, n.s.). However, ART-ANOVA
did reveal a significant main effect of Behavior on Amotivation
(𝐹2,52 = 3.95, p<.05). Post-hoc T-tests with Tukey HSD correction
showed that participants had significantly higher feelings of Amo-
tivation with the Control agent (M=9.33, SD=5.23) compared to
the Mimic agent (M=8.63, SD=4.80), showing that ratings were
on average 0.7 points higher for the Control agent. This indicated
participants were less motivated with the Control agent when com-
pared to the Mimic agent, with the Complex agent in between (but
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not significantly different from the others). Based on our qualitative
results, the reason might be the Control agent had behaviors un-
related to the user’s movements and lack of eye contact/attention
and mirroring behaviors. This may have been demotivating to par-
ticipants. Ratings for the Complex agent (M=8.93, SD=5.79) were
not significantly different from the other two. We did not observe
any main nor interaction effects for Trial.

Overall, the ability of the Mimic agent to maintain participants’
motivation levels shows promise for mirroring behaviors in moti-
vational agents. We recommend balancing the motivational agent’s
nonverbal behavior: the agent should be responsive to the user’s
behavior without acting as if it is completely mimicking the user.
The Mimic agent achieves some balance by mirroring user motions
without training. However, it still needs improvement in communi-
cating sufficiently with the user and resuming tasks. This can be
done by establishing a shared gaze while displaying general gaze
and expression mirroring. Specifically, future research could design
an agent that recognizes and responds the user’s intent and switch
between different behaviors.

3.2 Agent Perceptions and Detection of Mimicry
We analyzed the ARQ results to see if user perceptions of an agent
differed based on the agent’s nonverbal behavior. An ART-ANOVA
revealed no significant effect of agent Behavior on the overall
cumulative scores (𝐹2,52 = .06, n.s.); however, when analyzing the
individual scales, ART-ANOVAdid reveal a significantmain effect of
Behavior on ratings of Helpfulness (F2,52=11.97, p<.001). Post-hoc
T-tests with Tukey HSD correction showed that participants rated
the Complex agent as having lower Helpfulness (M=4.27, SD=.87)
compared to both the Control (M=4.47, SD=.63) and the Mimic
(M=4.57, SD=.73) agents. On average, the Complex agent was rated
0.25 points lower than the other two agents. However, the only
difference between the agents was their nonverbal behavior. Thus,
it appears that the Complex agent’s nonverbal behaviors influenced
participants’ perceptions of the agent’s helpfulness.

In our qualitative analysis, we saw that participants interpreted
the Complex agent as mimicking them, even more so than the
Mimic agent. The Complex agent responds to the user’s motion
more immediately than the Mimic agent, which could explain why
participants interpreted it as mimicry more often. Previous work
demonstrated that the detection of mimicry was correlated with
discomfort, a sense of distrust, and lower ratings in terms of trust-
worthiness and warmth [2, 6, 7]. We saw similar comments from
our participants, with some describing the mimicry as awkward,
weird, and even creepy. We believe that, in this case, the detection
of mimicry was influential enough to change participants’ percep-
tions. Thus, it is important to consider the detection of mimicry
when creating models of nonverbal behavior.

We also found a significant main effect of Trial on Helpfulness
(𝐹2,52 = 7.96, p<.001). Post-hoc tests showed that Helpfulness was
significantly higher for the first trial (M=4.53, SD=.73) compared
against both the second (M=4.40, SD=.56) and third (M=4.37, SD=.93)
trials. We found similar themes in our qualitative data; participants
mentioned how the three agents felt the same and that the hints
and feedback were repetitive across all of them. As participants
progressed through the study, they may have felt more capable at

the game, leading them to perceive subsequent hints as less helpful.
This change in helpfulness could also be attributed to the phenom-
enon of impressions of an agent evolving over time [5]. Ratings
for the second and third trials were not significantly different from
each other, and we did not observe any interaction effects between
Trial and Behavior.

3.3 Affective Reactions
We examined participants’ affective responses to agent feedback
by analyzing responses to the PANAS questionnaire. We computed
mean Positive Affect and Negative Affect score based on the 20 terms
in the questionnaire. An ART-ANOVA revealed no significant effect
of agent Behavior on either Positive Affect (𝐹2,52 = .49, n.s.) or
Negative Affect (𝐹2,52 = 1.65, n.s.).

However, we did find a significant main effect of Trial on Posi-
tive Affect (𝐹2,52 = 3.92, p<.05). Post-hoc T-tests with Tukey HSD
correction showed that Positive Affect was lowest for the third
trial (𝑀 = 14.07, 𝑆𝐷 = 5.94) compared to both the first (M=15.53,
SD=6.48) and second (M=14.83, SD=6.09) trials. The decrease in
positive affective responses to agent feedback in the third trial was
supported by participant comments highlighting the repetitive na-
ture of the feedback. However, despite this decline, there was no
noticeable decrease in motivation or other study outcomes over
time. No significant difference was found between the first and sec-
ond trials, and we did not observe any interaction effects; however,
it may be worth considering varying the feedback provided by the
agent to maintain positive user reactions throughout the study.

4 CONCLUSION AND FUTUREWORK
In this paper, we presented a study investigating how different
types of responsive nonverbal behaviors influence user perceptions
of a motivational and feedback-giving agent. We asked participants
to interact with three different agents, each with different nonver-
bal behavior: a Control agent that did not respond to the user’s
movements, a Mimic agent that mimicked the gaze and expressions
of the user, and a Complex agent that used a data-driven model
of real human behavior to respond to the user’s movements and
expressions. We showed that the Mimic agent was able to avoid
demotivating participants while remaining helpful. In addition, we
showed how the detection of mimicry needs to be considered when
designing agent behaviors as it may negatively impact user per-
ceptions. In our study, we used a hidden-object game with a user
completing tasks while an agent assisted them and gave feedback
on the side. Our results may not be generalizable to all domains;
however, future work should focus on similar tasks, such as in
interactive learning systems [16, 26], in which a user would com-
plete practice problems with an agent that coaches them. Overall,
our findings help inform the design of nonverbal behaviors for
motivational and feedback-giving agents.
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